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From Edward to Spartan

"Spartan" is the general purpose high performance computing HPC system at the University of 
Melbourne, first introduced in 2016. 

Previous systems were "Edward" and "Alfred", named after the Kings of Wessex. Next system 
would have been "Æthelstan" and/or "Ælfweard"?! 

"Edward" was a fairly typical cluster, similar architecture to many others all around the world. But 
most of the jobs were single node, used for capacity rather than capability computing. So with a 
new system, opportunity cost metrics need to be applied. 



  

This is Spartan!

Spartan was built on a very limited budget but made use of novel technologies; small traditional 
HPC "bare-metal" partition, larger use of NeCTAR research cloud virtual machines as compute 
nodes. Made use of OpenStack for deployment, RoCE interconnect technologies. CephFS for 
file system, Slurm for workload manager, EasyBuild and Lmod for applications.

Initial test cases in March 2016, main launch of June, presentation to eResearchAU in October, 
followed by presentations throughout HPC centres European; Frankfurt, Stuttgart, Freiburg, 
CERN, Montpellier, Barcelona. 



  

Laconic Successes to GPGPUs

Spartan completed 266% as many jobs in its first year compared to Edward's last year. LIEF 
grant LE170100200 from the ARC, a partnership between the University of Melbourne, La Trobe 
University, Deakin University, and the Royal Melbourne Institute of Technology (RMIT) led to a 
massive increase in computational power. From an experimental system to within the same 
league as those in the Top500!

Also introduced FastX desktops and Open OnDemand for Rstudio and Jupyter notebooks for 
interactive visualisation during this period. 



  

Spartan 2020

Petascale Campus Initiative (PCI) has been a notable 
driver with professional team at Research Compute 
Services (RCS). Extensive training programme; 123 
researcher training days enrolment from 2012-2015 to 
1321+ for 2016-2020. Completed jobs has from 
1,434,474 (2010 to 2016, Edward) to 20,462,064 (2016 
to 2020, Spartan). User and projects from 886 and 371 
(Edward) to 3,506 and 1,402 (Spartan).

Following 2020 upgrade Spartan has: 162 nodes 
across, peak performance of 1698 Teraflops (would be 
#283 in the Top500), 5,100 physical cores, file system 
changed from CephFS to IBM Spectrum Scale, 2.3PB 
storage with an additional 550TB flash, various network 
upgrades. 

Spartan's architecture is a proven success. It provides 
performance, flexibility, reliability, and can continue to 
grow as needed, even to the extent that all components 
can be replaced – like the ship of Theseus. It will 
always have something to offer.
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